A Comparative Analysis of Machine Learning Models for Prediction of Chronic Kidney Disease
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Abstract: Prediction of chronic kidney disease (CKD) has emerged as a useful technique for early detection of at-risk persons and the introduction of appropriate management strategies. Machine learning and data-driven methods have been used in predictive modeling to examine massive databases of patient demographics, medical histories, test findings, and genetic information. These cutting-edge methods allow for the profiling of high-risk patients and the tailoring of healthcare administration approaches. Patient outcomes, complication rates, and healthcare system efficiency may all benefit greatly from CKD screening and prediction. Responsible use of CKD prediction algorithms, however, requires resolving issues with data availability, integration, and ethics. The area of medicine has benefited greatly from the use of Machine Learning (ML) methods, which have played an increasingly central role in illness prediction. In this study, we use a strategy that makes use of ML methods to construct effective tools for predicting the development of CKD. Multiple ML models are trained, and their results are compared using a variety of criteria. We applied five ML methods such as logistic regression (LR), Decision tree (DT), random forest (RF), support vector machine (SVM), and k-nearest neighbor (KNN). The LR and KNN have the highest accuracy with 99%.
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1. Introduction

Millions of individuals throughout the globe are dealing with Chronic Kidney Disease (CKD), making it a major issue in public health. Chronic kidney disease causes kidney function to deteriorate over time, increasing the risk of cardiovascular disease and kidney failure in advanced stages. To better manage CKD, slow its progression, and improve patient outcomes, it is important to diagnose and anticipate the onset of the illness as early as possible [1], [2].

Various clinical, demographic, and laboratory markers are used to identify those at high risk for the development and progression of CKD. More precise risk stratification and individualized healthcare treatment are possible with the use of machine learning and data-driven techniques, which have recently emerged as useful tools in CKD prediction [3], [4].

Patients’ demographics, medical histories, laboratory test results, imaging data, and genetic or proteomic information are all part of the massive datasets that must be analyzed for...
CKD prediction. To determine whether people are at risk for developing CKD or experiencing a rapid decline in kidney function, sophisticated methods such as artificial intelligence and predictive modeling algorithms may be used in these massive databases [5], [6].

To delay the course of the illness and lessen the likelihood of complications, CKD patients should be closely monitored and have their kidney function regularly tested. Predicting chronic kidney disease (CKD) may also help healthcare providers minimize costs by prioritizing high-risk individuals for therapies and directing preventative efforts [7], [8].

Predicting chronic kidney disease (CKD) has potential, but it faces obstacles. Predictions may be impacted by the quantity and quality of data available, such as electronic health records and longitudinal follow-up. There are also technological and analytical hurdles associated with making sense of and combining different types of data. Further, for CKD prediction algorithms to be implemented morally, concerns about patient privacy, data security, and appropriate model usage must be addressed [9], [10].

By facilitating early diagnosis, risk stratification, and focused therapies, CKD prediction has the potential to greatly improve patient outcomes. To better identify CKD risk factors and direct individualized healthcare treatment, we may integrate modern data-driven approaches like machine learning and predictive modeling. While there are still obstacles to overcome, continued research and cooperation between healthcare practitioners, researchers, and data scientists can drive the development of accurate and reliable CKD prediction models, ultimately leading to better patient care and better allocation of healthcare resources [11], [12].

To describe the process by which computers can automatically process and classify new data based on old data and information, the term "machine learning" was first coined by statistician Arthur Samuel in 1959; today, it is considered to be a subset or subpart of Artificial Intelligence (AI), associated with algorithms that permit processors or computers to do so. Computers may make predictions and decisions on their own without any programming by using mathematical models built by these machine learning algorithms using training data (the current sample data set)[13], [14]. It is not necessary to design and write the code for the entire problem to predict the outcome of a given complex problem statement; rather, it is sufficient to serve the algorithm with the available information, at which point the machine may construct a mathematical model or logic to make the prediction. Further, machine learning may be divided into three major categories: Learning paradigms include unsupervised, supervised, and reinforcement [15], [16].

Training a machine entails feeding it examples of data with labels so that it may learn to make predictions about new data. After this is completed, the machine’s accuracy is checked using a set of randomly generated inputs[17], [18]. The concept of "supervision" lies at the heart of the theory behind supervised learning, which seeks to establish a connection between the input data and the output data. Although a lot of manual labor is required to build the model, this approach ultimately allows for quicker execution of a time-consuming process. The subfield of Machine Learning known as “Supervised Machine Learning” has seen widespread implementation [19], [20].

This research will provide an ML-based strategy for evaluating CKD. These are some of the most important results from using this methodology: Effective classification models for
predicting the probability of CKD incidence need a data preparation phase to guarantee the dataset cases are distributed in a balanced fashion. Common measures like Precision, Recall, F-measure, and Accuracy are used to provide a comparative analysis of the performance of different models. All of the models were able to achieve outstanding results in a performance assessment.

2. Machine Learning Models

This section introduces the data description, then how to process and deal with these data, and finally we introduce the machine learning models to apply these data to it.

2.1 Data Description

This part introduces the description of the criteria of the dataset. This data has thirteen criteria and one target name class. Table 1 shows the part of the dataset.

Table 1. The first five rows in the dataset.

<table>
<thead>
<tr>
<th>Row</th>
<th>CKCF_1</th>
<th>CKCF_2</th>
<th>CKCF_3</th>
<th>CKCF_4</th>
<th>CKCF_5</th>
<th>CKCF_6</th>
<th>CKCF_7</th>
<th>CKCF_8</th>
<th>CKCF_9</th>
<th>CKCF_10</th>
<th>CKCF_11</th>
<th>CKCF_12</th>
<th>CKCF_13</th>
<th>CKCF_14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Row1</td>
<td>80.0</td>
<td>1.020</td>
<td>1.0</td>
<td>0.0</td>
<td>1.0</td>
<td>36.0</td>
<td>1.2</td>
<td>137.53</td>
<td>4.63</td>
<td>15.4</td>
<td>7800.0</td>
<td>5.20</td>
<td>1.0</td>
<td>1</td>
</tr>
<tr>
<td>Row2</td>
<td>50.0</td>
<td>1.020</td>
<td>4.0</td>
<td>0.0</td>
<td>1.0</td>
<td>18.0</td>
<td>0.8</td>
<td>137.53</td>
<td>4.63</td>
<td>11.3</td>
<td>6000.0</td>
<td>4.71</td>
<td>0.0</td>
<td>1</td>
</tr>
<tr>
<td>Row3</td>
<td>80.0</td>
<td>1.010</td>
<td>2.0</td>
<td>3.0</td>
<td>1.0</td>
<td>53.0</td>
<td>1.8</td>
<td>137.53</td>
<td>4.63</td>
<td>9.6</td>
<td>7500.0</td>
<td>4.71</td>
<td>0.0</td>
<td>1</td>
</tr>
<tr>
<td>Row4</td>
<td>70.0</td>
<td>1.005</td>
<td>4.0</td>
<td>0.0</td>
<td>1.0</td>
<td>56.0</td>
<td>3.8</td>
<td>111.00</td>
<td>2.50</td>
<td>11.2</td>
<td>6700.0</td>
<td>3.90</td>
<td>1.0</td>
<td>1</td>
</tr>
<tr>
<td>Row5</td>
<td>80.0</td>
<td>1.010</td>
<td>2.0</td>
<td>0.0</td>
<td>1.0</td>
<td>26.0</td>
<td>1.4</td>
<td>137.53</td>
<td>4.63</td>
<td>11.6</td>
<td>7300.0</td>
<td>4.60</td>
<td>0.0</td>
<td>1</td>
</tr>
</tbody>
</table>

We obtain the statistical analysis of the dataset as shown in Table 2.

Table 2. Some statistical analysis in the dataset.

<table>
<thead>
<tr>
<th></th>
<th>CKCF_1</th>
<th>CKCF_2</th>
<th>CKCF_3</th>
<th>CKCF_4</th>
<th>CKCF_5</th>
<th>CKCF_6</th>
<th>CKCF_7</th>
<th>CKCF_8</th>
<th>CKCF_9</th>
<th>CKCF_10</th>
<th>CKCF_11</th>
<th>CKCF_12</th>
<th>CKCF_13</th>
<th>CKCF_14</th>
</tr>
</thead>
<tbody>
<tr>
<td>count</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
<td>400.000</td>
</tr>
<tr>
<td>mean</td>
<td>76.455</td>
<td>1.0177</td>
<td>1.0150</td>
<td>0.3950</td>
<td>0.88250</td>
<td>57.4055</td>
<td>3.07235</td>
<td>137.529</td>
<td>4.627</td>
<td>12.5269</td>
<td>8406.0900</td>
<td>4.708275</td>
<td>0.369350</td>
<td>0.625000</td>
</tr>
<tr>
<td>std</td>
<td>13.476</td>
<td>0.0054</td>
<td>1.27232</td>
<td>1.04003</td>
<td>0.322418</td>
<td>49.28597</td>
<td>5.61749</td>
<td>137.529</td>
<td>4.810</td>
<td>12.530</td>
<td>8406.0900</td>
<td>4.708275</td>
<td>0.369350</td>
<td>0.625000</td>
</tr>
<tr>
<td>min</td>
<td>50.000</td>
<td>1.0050</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>1.50000</td>
<td>0.40000</td>
<td>4.50000</td>
<td>2.5000</td>
<td>3.100</td>
<td>2200.000</td>
<td>2.100000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>25%</td>
<td>70.000</td>
<td>1.0150</td>
<td>0.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>27.0000</td>
<td>0.90000</td>
<td>135.000</td>
<td>4.0000</td>
<td>10.875</td>
<td>6975.000</td>
<td>4.500000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>50%</td>
<td>78.000</td>
<td>1.0200</td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>44.0000</td>
<td>1.40000</td>
<td>137.530</td>
<td>4.6300</td>
<td>12.530</td>
<td>8406.0900</td>
<td>4.710000</td>
<td>0.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>75%</td>
<td>80.000</td>
<td>1.0200</td>
<td>2.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>61.7500</td>
<td>3.07000</td>
<td>141.000</td>
<td>4.8000</td>
<td>14.625</td>
<td>9400.000</td>
<td>5.100000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>max</td>
<td>180.000</td>
<td>1.0250</td>
<td>5.00000</td>
<td>5.00000</td>
<td>1.00000</td>
<td>391.000</td>
<td>76.0000</td>
<td>163.000</td>
<td>47.000</td>
<td>17.800</td>
<td>2640.0000</td>
<td>8.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

2.2 Data preprocessing
We used the normalization process to normalize the dataset, due to the gap between the values of the dataset. So, we used the standard scalar algorithm to obtain the normalization dataset.

2.3 Machine Learning Models

Machine learning (ML) is a subfield of AI that uses a collection of methods to automatically discover patterns from data while making no assumptions about the data’s structure. Methods in machine learning include the well-known neural network, SVM, RF, and GB machines. These methods excel because they can account for nonlinear correlations in the data and the interplay between different variables.

2.3.1 Logistic Regression (LR)

LR was the pioneering model in machine learning (ML). Linear Regression (LR) originates in the Linear Model with a binary outcome variable [21], [22]. The log-odds of the probability $p$ are modeled in an LR with $k$ features.

$$\log\left(\frac{p}{1-p}\right) = \sum_{j=1}^{k} \phi_j x_j$$  \hspace{1cm} (1)

$$p = \frac{1}{1+e^{-\sum_{j} \phi_j x_j}}$$  \hspace{1cm} (2)

Where $\phi = \phi_1, \phi_2, ..., \phi_k$ refers to the maximum likelihood

2.3.2 Decision Tree (DT)

The Decision Tree method may be used for both classification (with non-continuous output values) and regression (with continuous output values) issues, since it is a supervised machine learning methodology. The structure of a tree was the inspiration for the name of this technique; the characteristics (or conditions) are the branches, and the class labels are the leaves. The DT method’s greatest strength is that it can be easily grasped, interpreted, and visualized. The Decision Tree may also be expanded to include more decision-making methods. This approach may also be used to model datasets in which the connection between the output and the input variables is very nonlinear. Its overfitting tendencies and trouble with labeling various output classes are two of its downsides [23], [24].

2.3.3 Random Forest (RF)

The simplest explanation for RF is that it is a collection of Decision Trees (DTs) that forecast the desired output by averaging their individual predictions or by selecting the value with the most votes. To be more specific, RF may be thought of as a method that merges Bagging with Random feature selection via the use of several Decision Trees. In 1995, Ho presented a method for random decision forests, the foundation of this technique. Breiman provided a method in another study that combined his bagging notion with the random feature selection given by Ho, Amit, and Geman. When a big database is utilized for training, the RF method’s findings are very accurate, which is one of its numerous benefits over other ML-based approaches. In addition, it may be put into action quickly and easily [23], [24].

2.3.4 Support Vector Machine (SVM)

Alexey ya. Chervonenkis and Vladimir N. Vapnik developed support vector machines (SVM) in 1963. Since the development of Support Vector Machines, this method has found widespread use in the resolution of image, hypertext, and text categorization issues. These sophisticated algorithms have applications in both handwritten text recognition and protein sorting in the lab. They have numerous additional applications as well, like autonomous vehicles, chatbots, facial recognition, etc. The Support Vector Machine (SVM) algorithm is one of the most popular
supervised learning methods and is designed to solve regression and classification issues. The goal of the support vector machine (SVM) method is to generate the best possible decision boundary, or hyperplane, that divides the n-dimensional space into multiple classes, making it simple to assign a new point to the appropriate category. To generate a suitable hyperplane, the SVM algorithm selects extrema in the form of vector points known as Support Vectors[25], [26].

2.3.5 K-Nearest Neighbor (KNN)

When the provided data is somewhat ambiguous, K-nearest-neighbor (K-NN) has the potential to become the major option for implementation as it is one of the most critical and successful algorithms for data segregation. When deciding the probability densities through parametric estimate proved difficult, Evelyn Fix and Joseph Hodges developed this approach in 1951 for use in discriminant analysis. In addition, several properties of this method were determined in 1967; for instance, if 'k' = 1 and 'n' goes to infinity, then the K-NN classification fallacy or mistake is constrained above by double the error rate of Bayes. After establishing such specific attributes and traits, researchers and experimenters labored over time to develop fresh rejection strategies, Bayes error rate improvements, distance-based soft computing processes, and other ways. The K-NN algorithm is one of the most accessible methods in Machine Learning, and it falls under the umbrella of supervised learning. Classification is its primary use, while it may also be used for regressing data. It’s a very useful method for resampling data and filling in any blanks. This method for a given data set makes an educated guess as to how the new information relates to the existing information and then assigns the information to the most common classification that seems to fit. As a result, the K-NN algorithm may confidently be used to categorize newly collected data. The new information is ranked according to how its neighbors are arranged in the database. K-NN is often called the lazy learner algorithm since it only stores the data set once and does not begin learning from the training data set until there is a need for classification or prediction of a new data set. In addition, K-NN is non-parametric, meaning that there is no assumed connection between input and output [25], [26].

3. Results and discussions
In this section, we applied the five suggested methods to the dataset to compute the accuracy, recall, and f-measure for every algorithm. We visualize the dataset by introducing the feature on it. Figure 1 shows the count of the target class on 1 and 0. We found that 150 people had the disease and 25 people had the disease. Then we obtain the correlation between all criteria and the target class shown in Figure 2.

We plot the distribution between datasets as shown in Figure 3. Distribution plots give a visual evaluation of the distribution of sample data by comparing the empirical distribution of the data to the theoretical values predicted from a specific distribution. Distribution plots may be used with traditional hypothesis testing to determine the data sample’s likely origin. Distribution plots are a graphical representation of the relationship between the observed data and the theoretical distribution parameters. To check whether the data in your sample follows a certain distribution, use distribution plots in addition to more traditional hypothesis testing.

We split the dataset into a train set and a test set. The train set has 85% of the dataset and the test set has 15% of the dataset. We applied the five ML techniques to datasets such as LR, DT, RF, KNN, and SVM.

Precision, recall, accuracy, F-Measure, and area under the curve (AUC) are some of the most often used metrics for evaluating ML models. We may use each indicator to further assess the models.

Accuracy, in particular, is a summary measure of the classification task’s success; it is the fraction of data instances that were properly predicted. The percentage of chorine kidney disease cases that were accurately labeled as chorine kidney disease is captured by the recall metric. Accuracy shows the percentage of chorine kidney disease patients that fall into this category. The F-measure is a summary statistic for a model’s prediction accuracy; it is calculated as the harmonic mean of the recall and precision statistics. The following is a definition of the metrics:

$$\text{Precision} = \frac{A}{A+C}$$  \hspace{1cm} (3)
Recall = \frac{A}{A+D} \quad (4)

\text{Accuracy} = \frac{A+B}{A+B+C+D} \quad (5)

F1 - Score = 2 \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \quad (6)

Where \ A, \ B, \ C, \text{ and } \ D \text{ denote True Positive, True Negative, False Positive, False Negative, respectively.}

Table 3. The ML performance analysis

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>DT</td>
<td>0.9833</td>
<td>0.975</td>
<td>0.9876</td>
<td>0.99</td>
</tr>
<tr>
<td>RF</td>
<td>0.9833</td>
<td>0.975</td>
<td>0.9876</td>
<td>0.99</td>
</tr>
<tr>
<td>SVM</td>
<td>0.9833</td>
<td>0.975</td>
<td>0.9876</td>
<td>0.99</td>
</tr>
<tr>
<td>KNN</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
</tbody>
</table>

We applied the five ML models to the chorine kidney disease to obtain the evaluation matrices as shown in Table 3. The LR and KNN have the highest accuracy scores. The LR and KNN have the highest recall scores. The LR and KNN have the highest f1-score.

4. Conclusions

CKD prognosis has the potential to dramatically alter the way this common disease is treated and managed. To slow the course of CKD and lessen the likelihood of problems, doctors may use cutting-edge methods like machine learning and data-driven approaches to pinpoint patients most in need of individualized treatment. Better patient outcomes and more efficient use of healthcare resources may result from detecting and predicting CKD early on, which allows for prompt treatments like changing patients’ diets and dosages of their medications.

The current study describes a supervised learning-based technique to develop accurate models for forecasting the likelihood of CKD recurrence, with a particular emphasis on probabilistic, tree-based, and ensemble learning-based models. We also compared LR, DT, RF, SVM, and KNN methods. The LR and KNN have the highest accuracy, precision, recall, and f1-score with a value of 0.99.
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Figure 3. The distribution plot of dataset.
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